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Section I: Some Basics

As the saying goes, we live in a world in which nothing is certain—except death and taxes. This means that we are continually called on to make decisions in the face of uncertainty:

· Should I take my umbrella or not?

· Should I buy earthquake insurance?

· Should I buy more Google stock at the going price?

· Should I put money in the meter or risk getting a ticket?

· Should I ask Jane to marry me?

· etc., etc.

To summarize life’s uncertainties, some people like to say: “Life is a stochastic process.” (The word stochastic means: by chance. It comes from the Greek word stokhazesthai, meaning to guess at. 

Even though most things in the real world cannot be predicted with absolute certainty, all is not lost. What we do as we go about our daily business is to estimate the likelihood, or probability, that a certain thing will or won’t happen. Probability theory is a branch of mathematics that makes it possible in many cases to calculate quite precisely just how likely some outcome or event is. 

Basic ideas and notation: 

In probability theory we are concerned with random experiments, i.e., experiments for which you can’t predict the outcome with certainty.

A simple example of a random experiment: Toss a coin. 

This experiment has just two possible outcomes: Heads (H) or Tails (T). People often call the set of all possible outcomes of a random experiment, the outcome set, or, alternatively, the sample space. In the coin tossing experiment, the outcome set, or sample space, is just: {H, T}. 

Coin tossing is a random experiment because it is impossible to predict the outcome of any single trial.  If you repeat trials over and over again you will get a sequence of H’s and T’s, something like this. 

HTTHT TTHHT HTTHT  HHTTH . . . .

The sequence of H’s and T’s is highly irregular and unpredictable. BUT, in the long run, the number of H’s and T’s will be roughly the same. Other ways to say this are:

· In the long run,

the relative frequency of H’s = (number of H’s)/(total number of trials)
[image: image1.wmf]
will get close to 

the relative frequency of T’s = (number of T’s)/ (total number of trials)

OR,

· the two outcomes, H and T, are equally likely, 

OR, 

· the probability of the outcome H and the probability of the outcome T are each ½. 

OR,

· In mathematical notation,
 p(H) = p(T) = ½.  

Note: All the bullets above say the same thing, using different words and symbols. 

Caution: Everything above assumes that our coin is fair, that is to say, that it hasn’t been tampered with to make Heads more likely to come up than Tails, or vice versa. (Such coins are called loaded.) 

Representations of probability experiments:

Example 1: Here are three ways to describe our simple coin tossing experiment: 

1) mathematical notation: 

p(T) = p(H) = ½.

2) a table:
	outcome: x 
	T
	H

	probability: p(x)
	½
	½


3) a tree diagram:
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Example 2: toss a fair die: 

The outcome set U = {1, 2, 3, 4, 5, 6}

1) mathematical notation:  p(1) = p(2) = p(3) = p(4) = p(5) = p(6) = 1/6

2) a table:
	outcome: x
	1
	2
	3
	4
	5
	6

	probability p(x)
	1/6
	1/6
	1/6
	1/6
	1/6
	1/6


3) a tree diagram:
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So far, all our experiments have had equally likely outcomes. Here is an example of a simple experiment in which the outcomes are not all equally likely: 

Example 3: Spinner  
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1) mathematical notation: p(R) = 2/3;   p(B) = 1/3. 

(Note: the “red” angle = 240º and the “black” angle = 120º, so region R = twice region  B)

2) a table:

	outcome: x 
	R
	B

	probability: p(x)
	2/3
	1/3


3) a tree diagram:
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Sometimes, we don’t just want to calculate the probability of a single outcome, but rather of a set of outcomes. Such a set of outcomes is often called an event. 

Example 4: Question: What is the probability of getting a multiple of 3 when throwing a (fair) die?

Outcome set: U = {1, 2, 3, 4, 5, 6}. 

The multiples of 3 are: 3 and 6. So the event E = {3, 6}. 

Now, 

p(E) = p{3, 6} = p(3) + p(6) = 1/6 + 1/6  = 1/3

The tree diagram would look like this:

Note that the outcomes that make up the desired event E = {3, 6} have been circled: 
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Often, it saves time and work to just draw those branches of the tree that correspond to the outcomes in the desired event E. (It also makes the tree easier to “read.”):
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	General Principle: The probability of an event E = sum of the probabilities of each of the individual outcomes in E. If all the outcomes in the outcome set, U, are all equally likely, then the probability of the event E is just: (#E) / (#U)   

(#E and #U = the number of outcomes in the event E and in the outcome set U, respectively.)


Example 2: A box has 3 black balls and 2 white balls

	W  B

B W  B


Question: If you draw a ball at random, what is the probability that the drawn ball will be white?

Solution: The outcome set is: {W, B}. Use a tree diagram:
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p(W) = 1/5 + 1/5 = 2/5.

After a while, we can abbreviate our work, like this: 
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SUMMARY: 

Some things to remember: 

1. To describe a random experiment, first make a list of all possible outcomes. For example,

U = {x1, x2, x3, x4, x5,. . ., xn}

2. Assign a probability to each outcome:

	outcome: x
	x1
	x2
	x3
	x4
	. . . . . .
	xn

	probability p(x)
	p1
	p2
	p3
	p4
	. . . . . .
	pn


Note:

1. All probabilities must be non-negative numbers and their sum must always add up to 1, i.e., 


pi ≥ 0 for each i = 1, 2, . . .,n and  p1 + p2 + p3 +. . . . + pn = 1

2. Any subset of the outcome set (sample space) is called an event. For any event E (E ( U), the following are true: 

· p(E) = the sum of the probabilities of the outcomes in E.

· If an event E cannot happen, then p(E) = 0.  

· If an event E is certain to happen, then p(E) = 1

3. The complement of an event E is the set of all outcomes that are not in E. (The complement of E is often denoted by E'.) Notice the following: 

· every possible outcome is either in E or in its complement, E'. 

· no outcome can be in both E and E'.

It follows that p(E) + p(E')  = 1, which means that p(E') = 1 – p(E). As we shall see later, to calculate p(E), it is sometimes much easier to calculate p(E') and then subtract that number from 1. 

Practice Problems: 

1. A number x is selected at random from the set {1, 2, 3, . . . , 100}. What is the probability that x is:

a) a perfect square

b) a perfect cube

c) even

d) odd  (Note: odd and even are complementary events)

e) a multiple of 2

f) a multiple of both 2 and 3

g) divisible by neither 2 or 3

h) divisible by 10 but not by 5

i) divisible by 1

2. A card is drawn from a standard deck of cards. What is the probability that it is:

a) a spade

b) a queen

c) a black face card

d) a red card less than 7

e) a face card or a heart

3. A ball is drawn from a box containing:  1 red ball, 2 white balls, and 3 black balls.

Make a table and draw a tree diagram to represent this experiment. 

4. A set of 24 “dominos” are labeled with ordered pairs (x, y) as follows:

(1 , 1)  
(1 , 2)
(1 , 3)   (1 , 4)  (1 , 5)   (1 , 6)

(2 , 1) 
(2 , 2)   (2 , 3)   (2 , 4)  (2 , 5)   (2 , 6)

(3 , 1) 
(3 , 2)   (3 , 3)   (3 , 4)  (3 , 5)   (3 , 6)

(4 , 1)   (4 , 2)   (4 , 3)   (4 , 4)  (4 , 5)   (4 , 6)

4) (see 3b)) Find the probabilities of each of the following: 

a) x = 3

b) y = 4

c) x < 3

d) x = 3 and y =4

e) x = 3 or y = 4

f)  x ≠ 4 and y ≠ 3

g)  x < 3 and y < 4

h) x + y = 6

i) x = y 

j) x < y

k) x + y = 12

l) x2 – y < 4

5) Make up some practice problems of your own. Exchange with your partner, solve, and discuss the pedagogical and mathematical issues in the problems you made up. 

Multistage experiments

 
So far, we have only looked at single stage experiments. To make things more interesting, we will now look at probability experiments that have two or more stages. 

Example: drawing balls out of a box (without replacement): 

A box has 2 black balls and 3 white balls:  

	2B   3W


Stage 1: draw a ball at random; record the color. 

Do not put the drawn ball back in the box 

Stage 2: draw another ball at random; record the color

Here is the tree diagram for this 2-stage experiment:
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The outcome set is: {BB, BW, WB, WW}

Question 1: What is the probability of getting one ball of each color? 

Answer: Looking at the tree diagram, we want the branches corresponding to BW and WB. 

The probability of BW is (2/5)*(3/4) = 3/10

The probability of WB is (3/5)*(1/2) = 3/10

Calculate the probability of the event: {BW, WB} 

p({BW, WB})= p(BW) + p(WB) = 3/10 + 3/10 = 6/10

Question 2: What is the probability of drawing two balls of the same color?

Hint: This event is the complement of the event in Question 1. 

Two Basic Principles:

	Basic Principle #1: To find the probability of any path in a tree diagram, multiply all the probabilities along the legs of the path. 

Rationale: In the example above, on the first draw, you will get a black ball roughly 2/5 of the time. Of that 2/5, on the second draw, you will get a white ball roughly ¾ of the time. So, we need to calculate 3/4 of 2/5, which is (3/4)*(2/5) = 3/10.

Basic Principle #2: To get the probability of a given event, add all the probabilities of the outcomes in that event (i.e., add across the bottom of the tree.) 

Rationale: An event consists of all the outcomes that make up that event.  




Problems for you to do: 

1) Repeat the Example above, but this time with replacement:

Note: The outcome set remains the same: {BB, BW, WB, WW}. But, the probabilities change.

2) A box contains four balls numbered 1, 2, 3, 4

a) Draw four balls without replacement:

Find the probability of getting 1 2 3 4 (in that order).

Useful Hint: You don’t always have to draw the whole tree—only those branches you care about.  

b) repeat a), without replacement

c) Which drawing, (a) or b), gives you a better chance of winning? Can you explain why this is so?

3) Here are three boxes containing various letters:

	THIS
	
	IS
	
	IT

	#1
	
	#2
	
	#3


4) What is the probability of drawing the word HIT in each case?

a) draw one letter from each box in order.

b) draw three letters from box 1 in order, without replacement

c) repeat b) with replacement

d) pick a box at random, draw one letter. What is the probability of picking an I?

5)    

	A A A A   B  L M


Draw one letter at a time without replacement: 

Find the probability of getting

a) ALABAMA (in that order) 

b) LAMABAA.

c) Are the probabilities in a) and b) the same? Why, or why not? 

6)  Otto (O) has 5 friends: A, B, C, D, E, each living 4 blocks away. Each afternoon Otto visits one of his friends. At every corner he tosses a coin labeled E (east) or N (north). What’s the probability that he ends up at each friend’s house?
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7)  A boy going up a 4-step stairway is equally likely to take 1 or 2 steps at a time. Find the probability that he reaches the top in 2 strides, 3 strides, 4 strides? 

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


8)  Below are two boxes with letters:

	M O M 
	
	M O M   M O M 

	#1
	
	#2


Dad gives Box #1 to his son, Joey, and Box #2 to his daughter Kate, and says: Draw 3 letters one by one and at random from your box, without replacement. If you get the word MOM (in that order), you win a prize.

a) Do you think Joey and Kate have the same chance of winning? Why or why not?

b) Repeat a) with replacement. 

Food For Thought and Discussion:

#1. In the paragraphs above we’ve introduced a number of terms e.g., random, stochastic, trial, outcome, event, relative frequency, sample space, etc., as well as some mathematical notations, like: p(T), {T, H}, etc. Note that we’ve introduced some of these terms and notations quite informally—sometimes we just used them without any formal definition at all.

a) What is the purpose of introducing technical terms and notations in school mathematics?

b) Is it always desirable to make a formal definition when introducing a new term? Why or why not?

c) How do students best learn the meaning of mathematical terms? Formal vocabulary drills and tests? Continual usage of the term in context? 

#2:  Learning to make and use appropriate representations in mathematics is a basic mathematical skill.

a) Give some examples of different kinds of representations used in various parts of mathematics. 

b) What is it about a given representation that makes it more or less useful?

c) What are the advantages of using multiple representations for a single mathematical idea or problem? 

#3 There are two general ways of determining the probability of a given outcome or event:

a) by calculation ( e.g., the probability for each of 6 possible outcomes of a fair die are 1/6; the probability of a spinner ending in a given sector is proportional to the area of the sector). In these cases there is no need to repeat the experiment over and over.

b) empirically ( e.g., actuaries may observe over many years, that in a given population of seniors, a certain percentage p dies during a given  calendar year, while 1- p survive.)

Give some other examples of probabilities that can be determined a) by calculation, and b) only empirically.

 #4:  Probability texts are filled with people tossing coins, throwing dice, drawing balls out of boxes. (In the older probability books, people were always drawing balls out of urns!)

a) Are these things we often do in real life? If not, why do we study such experiments in the math class?

b) Can you give some examples of real life probability problems that are somehow related to the “artificial” problems found in math texts? 

Section 2. Some “Applied” Probability Problems

Thus far, we have asked you just to calculate the probability of certain events in random experiments, e.g., “What’s the probability of getting doubles with a pair of dice; what’s the probability of getting three heads in a row when tossing a coin?” etc. And that’s often as far as most probability units in a typical school text go. However, in the “real” world, we don’t usually calculate probabilities just for the fun of it. We calculate probabilities in order to guide us in making decisions. “How reliable is a certain system, and what can be done to make it more reliable? Is a new drug “working” or not? etc. Below, we show some examples of problems that illustrate these decision-making situations. We’ve also included some problems that have surprising, counter-intuitive results—although after you think about the results, they may not be so counter-intuitive after all! 

Problems: 

1) Is it skill or just dumb luck?

A Senate Committee consists of 4 Democrats and 5 Republicans. Three committee members are to go to Hawaii in January for a weeklong “fact finding” mission. 5 R-balls and 4 D-balls are placed in a box. A Democrat closes his eyes, and picks 3 balls (without replacement). The result is DDD. The Democrats say he was lucky. The Republicans say, “fraud!” 

Question: What is the probability of so much luck! 

Answer:   Suppose he was just lucky (This is what statisticians call the null hypothesis.). The branch of the tree that interests us is:

-------> D ------> D --------> D


    4/9          3/8          2/7

4/9 * 3/8 * 2/7 = 1/21 ≈ 4.8% (the symbol, ≈ means: “roughly equal to.”

So, this result will occur simply by dumb luck about 1 in 20 times. So, what do you think: is it fraud or luck?

An aside: Research in education (and many other fields) is usually done at the “95% confidence level. This means that you can be 95% certain that the results of the study are valid. But, it’s rarely mentioned that this also means that, in the long run, 5% of the studies (that’s 1 out of every 20 studies!) are guaranteed to be wrong—even if the experimental design and statistical analysis were “perfect”!

2) The Smuggler Problem

This problem is for you to solve: A set of 12 passengers are going through customs. Six of them are smugglers (S) trying to smuggle gold into Anabru. The other six are honest (H). A customs official picks 4 passengers for inspection. All four turn out to be smugglers. What is the probability that the inspector was simply lucky? 

3) Noisy communication channel:

Messages consisting of binary strings (i.e., 0’s and 1’s) are transmitted through a communication channel. However, because of “noise” in the channel, messages are subject to errors: 

10% of the time a transmitted 0 changes to a 1 (i.e.,  p(0 --> 1) = 0.1)

10% of the time a transmitted 1 changes to a 0 (i.e.,  p(1  --> 0) = 0.1)

An important message is to be sent, e.g., “Will/will not attack tonight.” 

(1 = will attack; 0 = won’t attack)

Note: this message will be incorrect 10% of the time. 

To improve reliability, we will use redundancy:

Example:  instead of just sending 0, send 000, and 

           instead of just sending 1 send 111. 

The rule of decoding is: “majority” rules. 

Question: Now, what is the probability that the message will be decoded correctly?

Solution:

Suppose you send 000:

the eight possible outcomes are : 000   001    010    011   100   101    110   111

Successful transmissions contain two or more 0’s:  000   001   010 100

So, p(success)    =

        .9 * .9 *.9    =.
.729
(all 0’s)





+3* (.9 * .9 * .1) = 
.243
(exactly one 1)




TOTAL 

.972

So, the message will be correctly decoded about 97.2% of the time.

(could also draw a tree) 

Reflections:
advantages of redundancy: successful transmission improves from 90% to 97.2%, an improvement of  8% (Think: (7.2)/90

disadvantages: the message takes 3 times as long to send.

Problems (for you)

a) Redo for sending 00000.(instead of just 0)

Assign to different teams; Make table:

b) Redo for 7 0’s , 9 0’s  (*requires use of using binomial coefficients and/or Pascal’s triangle) 

	message
	transmission time
	probability of success
	percent improvement

	0
	1
	.9
	---

	000
	3
	.972
	8.0.%

	00000
	
	
	

	0000000
	
	
	


Question: Why are we using only odd numbers of 0s?

Graph transmission time and success rate as a function of message length. Discuss: the “law of diminishing returns.”

4) Problem of Points:

Problem: Suppose a gambling game is interrupted before the end of the game. How should the pot be distributed?

This type of problem is of great historical interest, because it was these kinds of problems (asked by French aristocratic gamblers) that gave the impetus for developing probability theory in 16th century France.

Project: Use the Web to find out more about the origins of probability theory. Find out about the contributions of Galileo, Fermat, and Pascal.). 

A (very simple) Example:

A fair coin is tossed. If the coin comes up H, Harry gets a point; if the coin comes up T, Teresa gets a point. First person to get ten points wins the pot: $10. The game is interrupted when Harry has 9 points and Teresa has 8 points. How should they distribute the $10? 

The tree diagram below shows how the game could continue to completion:
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Winning outcomes for Harry are: {H, TH}

Winning outcomes for Teresa are: {TT}

So, p(Harry wins) = ½ + (½*½) = ¾, and p(Teresa wins) = ¼. 

They should split the pot as follows: Harry gets $7.50; Teresa gets $2.50.      

Problems: Repeat the example, if 

a) Harry has 7 points and Teresa has 8 points

b) There are three players: A, B and C playing a fair spinner game, with 3 equal regions. The game is interrupted when A has 8 points, and B and C each have 9 points. How should the pot be split?
Two “Unintuitive” Problems

1) The chess series:

All three of the Smith family children play chess. The daughter, Marie, is to play a series of three games alternatingly with her two brothers, Pete and Sam.

Marie wins against Pete (P) with probability 4/5

Marie wins against Sam (S) with probability 1/2. 

As soon as Marie wins two consecutive games, she gets a prize.

Marie has a choice of two strategies. She can play: 

Strategy 1: Pete-Sam-Pete (PSP) 

or

Strategy 2: Sam-Pete-Sam (SPS) 

. 

Question: Which should she choose? PSP or SPS

Solution: It would seem that Marie should play the poorer player, Pete (P) twice, and the stronger player Sam (S) only once. BUT:

M’s winning outcomes are: WWW  WWL  LWW

Strategy 1:       -------> P  --------> S ---------> P

  WWW:            (4/5)  *   (1/2)     *    (4/5)          = 
      8/25

  WWL:             (4/5)  *   (1/2)     *    (1/5)          =
      2/25 

  LWW:             (1/5)  *   (1/2)     *    (4/5)          =          2/25

TOTAL WINS:
         



    12/25 =  48%

Strategy 2:       -------> S  --------> P -------> S

  WWW:            (1/2)  *   (4/5)     *    (1/2)          = 
    1/5  

  WWL:             (1/2)  *   (4/5)     *    (1/2)          =
    1/5

  LWW:             (4/5)  *   (4/5)     *    (1/2)          =        1/5  

TOTAL WINS:
         



    3/5  =  60%
So, Marie is better off playing the stronger player, S, twice, and the poorer player, P, only once!

a) Can you explain this result?

b) Repeat with probabilities: p(she beats Pete) = 1/3; p(she beats Sam) = 9/10. 

c) Show it is always better to play the stronger player twice. (*requires some algebra)  

2) The odd Gamble at the Anabru Casino:
The Anabru Casino offers the following game: 

A box contains 3 black and 2 white balls:  
	    W B

  B B W


The game goes like this: You draw the balls one by one without replacement. Each time you draw a white ball (W), you get $1; each time you draw a black ball (B) you lose $1. You can quit whenever you wish.

At first blush, this seems like a bad deal, since there are three black (losing) balls, and only two white (winning balls). However, consider the following tree diagram.
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Note: This tree diagram uses the rule: After the first draw, quit whenever there are more black balls than white ones remaining in the box. 

Now fill in the following table 

	Outcome 
	Probability 
	Net Gain/Loss

	W
	2/5
	+$1

	BW
	
	

	BBWW
	
	

	BBWBW
	
	

	BBBWW
	
	


Question: Can you explain why this game isn’t as bad a deal as first appears?

A Road Reliability Problem:

Road System I: An important road connecting three towns (A, B, and C) runs along the north bank of a river which flows between two mountain ranges:
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Landslides frequently block the road:


prob (AB open) = 4/5


prob (BC open) =  3/4

Question 1: What is probability a driver can get from A to C?  

Solution: Prob(AC open) = prob(AB open) * prob(BC open) = (4/5)*(3/4) = 3/5 = 60% 

Road System II: To improve reliability, build bridges at A and C:  
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Note: the reliability of the south bank is the same as the overall reliability of the north bank: (4/5)*(3//4) = 3/5

Question 2: Now what is the probability a driver can get from A to C?

Solution: Use complementary events:

prob(north road is blocked) = 1 – (3/5) = 2/5 = prob(south road is blocked)

prob (both roads are blocked) = (2/5)* (2/5) = 4/25

prob (at least one road is open) = 1 – 4/25 = 21/25 ( 84% 

Improvement: 84% - 60% = 24%
 Relative improvement: (24%)/(60%) = 40%

Road System III: To improve reliability even more, a bridge is built at B.
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Question 3: Now what is the probability that a driver can get from A to C?

Answer: To get from A to C requires that you can get (1) from A to B and also (2) from B to C. 

Step (1) getting from A to B (the middle bridge)

Use complementary events: AB will be closed if both the north and south road are closed between A and B. 

So, prob(AB is closed) = (1/5)*(1/5) = 1/25

Hence, prob(AB is open) = 1 – (1/25) = 24/25. 

Step (2) getting from B (middle bridge) to C. (Repeat argument in Step (1))

Use complementary events: BC will be closed if both the north and south road are closed between B and C. 

So, prob(BC is closed) = (1/4)*(1/45) = 1/16

Hence, prob(AB is open) = 1 – (1/16) = 15/16. 

Now, to get from A to C, there must be an open road from A to B and an open road from B to C. So, 

prob(AC is open) = prob(AB is open and BC is open) = prob(AB open) * prob(BC) open  =  (24/25) * (15/16) = 9/10 = 90%

Summary: 

	Road System 
	Reliability
	percent improvement
	

	I
	60%
	----
	

	II
	84%
	24/60 = 40%
	

	III
	90%
	6/84 = 7%
	


The one-armed Bandit:
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The machine has two slots A and B. 

One of the slots has probability of winning = 2/3. The other slot has probability of winning  = 1/3

BUT, we don’t know which slot is which. 

We try 9 coins in left slot A, with the result:

W L W W L W L W W = 6W L

Hypothesis: Slot A is the “good” slot

pr(result came from “good” slot) = (2/3)*(1/3)*(2/3)*(2/3)*(1/3)*(2/3)*(1/3)*(2/3)*(2/3) 

     = (26)/(39) 

(don’t reach for calculator yet!)

prob(result came from “bad” slot) = (23)/(39)

So, pr(result came from “good” slot) = 8 * pr(result came from “bad” slot), 

i.e., odds are 8 to 1 that result came from “good slot.

So, pr(result came from “good” slot) = 8/9 ≈ 89%

Educational Notes

Food for thought #4:

1) a) What makes a problem “real life”?    

    b) What are some advantages of real life problems?

    c) What might be some disadvantages of real life problems?

   d ) Are real life problems necessarily interesting and engaging to students? Why or why  not? 

  e) Repeat questions c) and d) for “abstract” problems.

2) Ordinary language vs. mathematical language:

Sometimes you will hear people say things like:

a) I’m 110% certain.

b) She took the bigger half!

How does such usage square with mathematics? Could it lead to problems in the math class? 

Can you give other examples where mathematical language and ordinry language conflict? 

Combinatorics

When doing combinatoric problems, students tend to reach for a formula—any formula. This more often than not, leads to wrong answers. An important pedagogical tool in combinatoric problems is to encourage students to “act out” the situation, or, at least, to imagine acting it out.

Example 1: 

Problem: How many ways can 7 people line up to be photographed?

Solution: Imagine acting this out: Suppose your seven people are: A, B, C, D, E, F, and G 

You can put A in any of 7 spots.

Now you can put B in any of the remaining 6 spots. 

How many ways can you arrange A and B? 

For each of the 7 places you can put A, there are 6 places left to put B. So there are 7*6 = 42 places for A and B. 

For each of the 42 places for A and B, there are 5 places remaining for C. So A, B, and C can be put away in any of 7*6*5 = 210 places. And so forth. When you get to the last person, G, there is only one place left, so s/he doesn’t get to choose a spot. 

The answer is: 7*6*5*4*3**2*1, which mathematicians like to abbreviate by writing 7! (read: “seven factorial”)

Variations on a theme: 

Hint: Try to deal with the troublemakers first. 

Problem 1: How many ways can you line up 7 people under the following conditions?

a) one of them, say B, insists on being in the middle spot.

b) one of them, say D, refuses to stand at the end of the row. 

c) A and C want to stand next to each other.

d) A and C refuse to stand next to each other.

Problem 2: How many ways can 4 men and 3 women line up for a photograph if:

a) the men and women are supposed to alternate

b) all the women line up in the front row, and all the men in the back row

c) one of the men, say D, refuses to stand next to a woman?

d) Suppose there is one married couple in the group, and they want to stand next to each other. 

Problem 3: Can you make up two problems of your own? 

Example 2:  A pizza comes in 3 sizes, and with or without any of 5 condiments: onion/bacon/sausage/mushroom/pepperoni. How many different ways are there to order this pizza?

One way to visualize this situation is to draw a tree diagram, but these can get messy as the number of choices increases. 

Problem: Draw the tree diagram for choosing a pizza that comes in 3 sizes and with or without 2 condimnents (mushroom and sausage) 

Here is another way to think about the pizza problem: 

Imagine the server writes down the order on a slip like this:

	onion


	bacon
	sausage
	mushroom
	pepperoni

	
	
	
	
	

	               small                  medium               large               

               


First, s/he looks at the condiments (above the bold line). If the customer wants a condiment, s/he checks the corresponding column. She leaves the unwanted condiments unchecked.

Next, s/he looks at the sizes (below the bold line), and checks the desired size.  

Example: A large onion, sausage, mushroom pizza order would look like this: 

	onion

(
	bacon
	sausage

(
	mushroom

(
	pepperoni

	
	
	
	
	

	               small               medium             large

                                                                    (


Connections with binary numbers:

Lets look at just the condiment choices (i.e., ignore the size). Suppose that instead of checks and blanks, the server uses 1’s and 0’s. Then the onion/sausage/mushroom otder would look like this: 10110 (= 22 decimal). For every binary number from 00000 (plain) up to and including 11111 (fully loaded) there is exactly one pizza. Since 00000 corresponds to decimal 0, and 11111 corresponds to decimal 31, we see that there are exactly 32 pizzas (of a given size).

Problems
1) All questions refer to the example above. 

a) What pizzas correspond to ther following order numbers: 25, 17, 6, 30, 3?

b) Describe the pizzas that correspond to even order numbers.

c)   Describe the pizzas that correspond to order numbers >15

d)  Describe the pizzas that correspond to order numbers < 16.   

2) How many ways can Candy order a small pizza if she: 

a) wants exactly 1 condiment?

b) wants exactly 2 condiments?

c) definitely wants mushrooms

d) definitely doesn’t want mushrooms

e) if she always gets sausage when ordering mushrooms.  

3) Suppose two people can order a pizza so that ½ of the pizza is one way, and the other ½ can be a different way. Now how many choices of pizza are there? Caution: Does an A|B pizza differ from a B|A pizza?

4) A car in 7 colors, 3 body styles (sedan/coupe/minivan) and with or without any of 5 options: A/C, leather seats/etc. How many ways are there 

a) to order this car?

b) if you definitely don’t want red?

c) if you can only afford one of the five options

d) if you can only afford two of the five options

e) if you definitely want the A/C and can only afford one more option. 

f) if you always buy your cars “fully loaded.” 

2) A one-scoop sundae comes in 7 flavors of ice cream, 4 toppings, and with or without 3 condiments: nuts/whipped cream/cherry. How many ways are there 

a) to order this sundae? 

b) if you are allergic to nuts

c) if you get either the cherry or the nuts, but not both? 

d) how about a 2-scoop sundae? 

3) A cafeteria offers a dinner consisting of 5 appetizers, 6 entrees, and 4 desserts. How many ways 

a) to order this dinner?

b) if you have the option of skipping the appetizer or the dessert, but not both?

c) if you always order the apple pie when you have the steak?

d) if you never order the apple pie when you have the steak?

e) if you’re allowed to order two desserts?  
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